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                                                                                1 MATH4427 Notebook 1 Spring 2016 prepared by Professor Jenny Baglivo c Copyright by Jenny A. Baglivo. All Rights Reserved. Contents 1 MATH4427 Notebook Introduction, and Review of Probability Theory Random Variable, Range, Types of Random Variables CDF, PDF, Quantiles Expected Values, Mean, Variance, Standard Deviation Joint Distributions, Independence Mutual Independence, Random Samples, Repeated Trials Sequences of IID Random Variables and the Central Limit Theorem Chi-Square Distribution Student t Distribution Multinomial Experiments Multinomial Distribution Pearson s Statistic and Sampling Distribution Goodness-Of-Fit to Multinomial Models with Known Parameters Goodness-Of-Fit to Multinomial Models with Estimated Parameters Random Samples from Normal Distributions Sample Summaries Sampling Distributions Approximate Standardization of the Sample Mean Summary of Probability Distributions and Reference Tables Discrete Probability Distributions Continuous Probability Distributions Reference Table for the Discrete and Continuous Models Reference Table for the Standard Normal Distribution Reference Table for the Chi-Square Distribution Reference Table for the Student t Distribution
2 2
3 1 MATH4427 Notebook 1 This notebook is concerned with introductory mathematical statistics concepts. The notes include a brief review of probability theory, a discussion of probability distributions derived from the normal distribution, and an informal introduction to goodness-of-fit testing. The notes include material from Chapters 1-5 (probability theory), and Chapter 6 (distributions derived from the normal distribution) of the Rice textbook. 1.1 Introduction, and Review of Probability Theory Statistics can be defined as the art and science of analyzing data: Art: The art is in asking the right questions, gathering the right information, and summarizing the information in the right form. Science: The science, based on probability theory, is in analyzing the data formally. This course focuses on the science of statistics, building on your knowledge of probability theory, and includes substantial applications to many disciplines Random Variable, Range, Types of Random Variables A random variable is a function from the sample space of an experiment to the real numbers. The range of a random variable is the set of values the random variable assumes. Random variables are usually denoted by capital letters (X, Y, Z,...) and their values by lower case letters (x, y, z,...). If the range of a random variable is a finite or countably infinite set, then the random variable is said to be discrete; if the range is an interval or a union of intervals, then the random variable is said to be continuous; otherwise, the random variable is said to be of mixed type. For example, if X is the height of an individual measured in inches with infinite precision, then X is a continuous random variable whose range is the positive real numbers CDF, PDF, Quantiles The cumulative distribution function (CDF) of the random variable X is defined as follows: F (x) = P (X x) for all real numbers x. If X is a discrete random variable, then F (x) is a step function. If X is a continuous random variable, then F (x) is a continuous function. 3
4 The probability density function (PDF) of the random variable X is defined as follows: 1. Discrete: If X is a discrete random variable, then the PDF is a probability: p(x) = P (X = x) for all real numbers x. 2. Continuous: If X is a continuous random variable, then the PDF is a rate: f(x) = d dx F (x) Let X be a continuous random variable. Then whenever the derivative exists. 1. Pth Quantile: The p th quantile (or 100p th percentile), x p, is the point satisfying the equation P (X x p ) = p. To find the p th quantile, solve the equation F (x) = p for x. 2. Median: The median of X is the 50 th percentile, Med(X) = x 1/2. 3. IQR: The interquartile range (IQR) of X is the length of the interval from the 25 th to the 75 th percentiles, IQR(X) = x 3/4 x 1/4. For example, let λ be a positive real number and let X be the exponential random variable with parameter λ. Then the PDF of X are as follows: f(x) = λe λx when x (0, ), and f(x) = 0 otherwise. The PDF is shown in the left plot below, and the CDF is shown in the right plot. = ( ) = ( ) λ / / / ( )/λ ( )/λ Vertical lines indicate the locations of the 25 th, 50 th and 75 th percentiles. 1. To find the CDF: Since the range of X is the positive reals, F (x) = 0 when x 0. Given x > 0, F (x) = x 0 [ λe λt dt = e λt] x = 0 e λx + 1. Thus, F (x) = 1 e λx when x > 0, and F (x) = 0 otherwise. 2. To find a general formula for the pth quantile: Since 1 e λx = p 1 p = e λx x = ln(1 p), λ a general formula for the p th quantile of X is x p = ln(1 p) λ when p (0, 1). 4
5 3. To find formulas for the median and interquartile range: Using the general formula, Med(X) = ln(1/2) = ln(2) and IQR(X) = ln(1/4) + ln(3/4) λ λ λ λ where I have used properties of logarithms to simplify each formula. = ln(3) λ, Expected Values, Mean, Variance, Standard Deviation Let g(x) be a real-valued function of the random variable X. 1. Discrete Case: If X is a discrete random variable with range R and PDF p(x), then the expected value of g(x) is defined as follows: E(g(X)) = x R g(x) p(x), as long as x R g(x) p(x) converges. If the sum does not converge absolutely, then the expected value is said to be indeterminate. 2. Continuous Case: If X is a continuous random variable with range R and PDF f(x), then the expected value of g(x) is defined as follows: E(g(X)) = g(x) f(x) dx, R as long as R g(x) f(x) dx converges. If the integral does not converge absolutely, then the expected value is said to be indeterminate. The following summary measures are defined using expectations: Summary Measure: Mean of X, Expected Value of X, or Expectation of X Notation and Definition: µ = E(X) Variance of X σ 2 = V ar(x) = E((X µ) 2 ) Standard Deviation of X σ = SD(X) = V ar(x) The mean is a measure of the center of a probability distribution, and the variance and standard deviation are measures of the spread of the distribution. Properties of expectations: Properties of sums and integrals imply the following useful properties of expectations. 1. E(a) = a, where a is a constant. 2. E(a + bg(x)) = a + be(g(x)), where a and b are constants. 3. E(c 1 g 1 (X) + c 2 g 2 (X)) = c 1 E(g 1 (X)) + c 2 E(g 2 (X)), where c 1 and c 2 are constants. 4. V ar(x) = E(X 2 ) µ 2, where µ = E(X). 5. If Y = a + bx where a and b are constants, then E(Y ) = a + be(x), V ar(y ) = b 2 V ar(x) and SD(Y ) = b SD(X). 5
6 Property 4 is especially useful for finding variances in new situations. It can be proven using the first 3 properties as follows: V ar(x) = E ( (X µ) 2) (definition of variance) = E ( X 2 2µX + µ 2) (using polynomial expansion) = E(X 2 ) 2µE(X) + µ 2 (using the first 3 properties) = E(X 2 ) 2µ 2 + µ 2 (since µ = E(X)) = E(X 2 ) µ 2 (the expression in property 4) To illustrate these ideas, let X be be the number of successes in 4 independent trials of a Bernoulli experiment with success probability 1 5. Then X has a binomial distribution. The PDF of X is ( ) ( ) 4 1 x ( ) 4 4 x p(x) = when x = 0, 1, 2, 3, 4, and 0 otherwise, x 5 5 as shown on the left, and the CDF of X is the step function shown on the right. ( = ) ( ) The PDF of X is displayed as a probability histogram. The rectangle whose base is centered at x has area p(x); the sum of the areas of the rectangles is 1. Since 1. E(X) = = 0.80 and 2. E(X 2 ) = = 1.28, we know that V ar(x) = E(X 2 ) (E(X)) 2 = 1.28 (0.80) 2 = 0.64 and SD(X) = 0.64 = Note that summary information about the important probability distributions we will use in this course is given in Section 1.6, beginning on page 29 of these notes. 6
7 1.1.4 Joint Distributions, Independence Let X and Y be random variables. 1. Discrete Case: If X and Y are discrete, then (a) Joint PDF: The joint PDF of the random pair (X, Y ) is defined as follows: p(x, y) = P (X = x, Y = y), for all (x, y) R 2, where the comma on the right is understood to mean the intersection of events. (b) Independence: X and Y are said to be independent if p(x, y) = p x (x)p y (y) for all (x, y) R 2, where p x (x) = P (X = x) and p y (y) = P (Y = y) are the PDFs of X and Y, respectively. (The discrete random variables are independent when the probability of the intersection is equal to the product of the probabilities for events of the form X = x and Y = y.) 2. Continuous Case: If X and Y are continuous, then (a) Joint CDF: The joint CDF of the random pair (X, Y ) is defined as follows: F (x, y) = P (X x, Y y), for all (x, y) R 2, where the comma on the right is understood to mean the intersection of events. (b) Joint PDF: If F (x, y) has continuous second order partial derivatives, then the joint PDF is defined as follows: f(x, y) = 2 F (x, y) for all possible (x, y). x y (c) Independence: X and Y are said to be independent if f(x, y) = f x (x)f y (y) for all possible (x, y), where f x (x) and f y (y) are the PDFs of X and Y, respectively. (The continuous random variables are independent when the joint density can be written as the product of the marginal densities for all pairs for which the functions are defined.) Linear functions of independent random variables. Let X and Y be independent random variables with finite means and variances, and let W = a + bx + cy be a linear function of X and Y, where a, b and c are constants. Then properties of sums and integrals can be used to demonstrate that the mean and variance of W satisfy the following rules: E(W ) = a + be(x) + ce(y ) and V ar(w ) = b 2 V ar(x) + c 2 V ar(y ). (This result tells us about summary measures of W, but does not tell us about the distribution of W.) 7
8 The following theorem, which can be proven using moment generating functions, tells us that we can say more about linear functions of independent normal random variables. Theorem (Independent Normal RVs). Let X and Y be independent normal random variables, and let W = a + bx + cy be a linear function, where a, b and c are constants. Then W is a normal random variable with the following mean and variance: E(W ) = a + be(x) + ce(y ) and V ar(w ) = b 2 V ar(x) + c 2 V ar(y ). (A linear function of independent normal random variables is a normal random variable.) For example, suppose that X and Y are independent normal random variables, each with mean 10 and standard deviation 3, and let W = X Y be their difference. Then W is a normal random variable with the following mean, variance and standard deviation: E(W ) = = 0, V ar(w ) = ( 1) = 18, SD(W ) = 18 = 3 2. Let X and Y be indepen- Distribution of the sum of independent random variables. dent random variables and let W = X + Y be their sum. Although the distribution of W can be hard to find in general, there are certain situations where the distribution is known. The following table gives several important cases: Distribution of X: Distribution of Y: Distribution of W = X + Y When X and Y are Independent: Bernoulli p Bernoulli p Binomial 2, p Binomial n 1, p Binomial n 2, p Binomial n 1 + n 2, p Geometric p Geometric p Negative Binomial 2, p Negative Binomial r 1, p Negative Binomial r 2, p Negative Binomial r 1 + r 2, p Poisson λ 1 Poisson λ 2 Poisson λ 1 + λ 2 Exponential λ Exponential λ Gamma α = 2, β = 1 λ Normal µ 1, σ 1 Normal µ 2, σ 2 Normal µ 1 + µ 2, σ σ2 2 (Note: The 1st and 3rd lines are special cases of the 2nd and 4th lines, respectively.) To illustrate the second line of the table about binomial distributions, let X be the number of successes in 10 independent trials of a Bernoulli experiment with success probability 0.30, let Y be the number of successes in 15 independent trials of a Bernoulli experiment with success probability 0.30, and suppose that X and Y are independent. Then W = X + Y is the number of successes in 25 independent trials of a Bernoulli experiment with success probability
9 1.1.5 Mutual Independence, Random Samples, Repeated Trials Let X 1, X 2,..., X k be k random variables. 1. Discrete Case: If the X i s are discrete, then (a) Joint PDF: The joint PDF of the random k-tuple (X 1, X 2,..., X k ) is defined as follows p(x 1, x 2,..., x k ) = P (X 1 = x 1, X 2 = x 2,..., X k = x k ) for all (x 1, x 2,..., x k ) R k, where commas are understood to mean intersection. (b) Mutual Independence: The discrete X i s are said to be mutually independent (or independent when the context is clear) if p(x 1, x 2,..., x k ) = p 1 (x 1 )p 2 (x 2 ) p k (x k ) for all (x 1, x 2,..., x k ) R k, where p i (x i ) = P (X i = x i ) for all i. (The discrete random variables are independent when the probability of the intersection is equal to the product of the probabilities for all events of the form X i = x i.) 2. Continuous Case: If the X i s are continuous, then (a) Joint CDF: The joint CDF of the random k-tuple (X 1, X 2,..., X k ) is defined as follows: F (x 1, x 2,..., x k ) = P (X 1 x 1, X 2 x 2,..., X k x k ) for all k-tuples (x 1, x 2,..., x k ) R k, where commas are understood to mean the intersection of events. (b) Joint PDF: If the X i s are continuous and F (x 1, x 2,..., x k ) has continuous k th order partial derivatives, then the joint PDF is defined as follows: f(x 1, x 2,..., x k ) = for all possible (x 1, x 2,..., x k ). k x 1 x k F (x 1, x 2,..., x k ) (c) Mutual Independence: If the joint PDF exists, then the continuous X i s are mutually independent (or independent when the context is clear) if f(x 1, x 2,..., x k ) = f 1 (x 1 )f 2 (x 2 ) f k (x k ) for all possible (x 1, x 2,..., x k ), where f i (x i ) is the density function of X i, for all i. (The continuous random variables are independent when the joint density can be written as the product of the marginal densities for all k-tuples for which the functions are defined.) Random samples and repeated trials. Suppose that X 1, X 2,..., X k are mutually independent random variables. If the X i s have a common distribution (that is, if each marginal distribution is the same), then the X i s are said to be a random sample from that distribution. Consider k repetitions of an experiment, with the outcomes of the trials having no influence on one another, and let X i be the result of the i th repetition, for i = 1, 2,..., k. Then the X i s are mutually independent, and form a random sample from the common distribution. 9
10 The following two examples illustrate repetitions of Poisson and exponential experiments, respectively, using data on occurrences of earthquakes in the northeastern United States and eastern Canada. Example. The graph below shows the times (measured in years from 1947) of the 137 minorto-light earthquakes (magnitudes 3.5 to 4.4) that occurred in the northeastern United States and eastern Canada between 1947 and (Source: BC Prof. J. Ebel, Weston Observatory.) Each event is represented by a vertical line located at the time the earthquake occurred. Geophysicists often use Poisson distributions to model the number of earthquakes occurring in fixed time periods. If we divide the observation period [0, 50] into 50 1-year subintervals, and count the number of earthquakes in each subinterval, we get the following summary table: Number of Events: Number of Intervals: There were no earthquakes in 2 subintervals, exactly 1 earthquake in 12 subintervals, and so forth. The average was 2.74 (137/50) events per year over the 50-year observation period. Assuming the list giving the number of earthquakes in each subinterval can be thought of as the values of a random sample from a Poisson distribution, then it is reasonable to use 2.74 to estimate the mean of that distribution. Further, the numbers on the second row of the table above should be close to values we would predict from this distribution: Event: X = 0 X = 1 X = 2 X = 3 X = 4 X = 5 X = 6 X 7 50P 2.74 (Event): The model predicts that no earthquakes will occur on average times in 50 years, that exactly 1 earthquake will occur on average times in 50 years, and so forth. Two questions we might ask are the following: 1. Is the observed average number of events per unit time the best estimate of the parameter of a Poisson distribution? 2. Is the Poisson distribution itself a good model for these data? We will learn the fundamental principles needed to answer these and similar questions. 10
11 Example, continued. An alternative way to analyze earthquakes is to use an exponential distribution to model the time between successive events. The data pictured above, t 1 = 0.94, t 2 = 0.951,..., t 136 = , t 137 = , yield 136 time differences, which can be summarized as follows: Interval: [0, 0.2) [0.2, 0.4) [0.4, 0.6) [0.6, 0.8) [0.8, 1.0) [1.0, 1.2) [1.2, 1.4) Number in Interval: A time difference in the interval [0, 0.2) occurred 63 times, a time difference in the interval [0.2, 0.4) occurred 31 times, and so forth. The average time difference was years. The reciprocal of the average, , is an estimate of the yearly rate earthquakes occurred during the interval from the first to the last observed earthquake. Assuming the list giving the differences between successive earthquakes can be thought of as the values of a random sample from an exponential distribution, then it is reasonable to use to estimate the parameter of the distribution. Further, the numbers on the second row of the table above should be close to values we would predict from this distribution: Interval: [0, 0.2) [0.2, 0.4) [0.4, 0.6) [0.6, 0.8) [0.8, 1.0) [1.0, 1.2) [1.2, ) 136P (X Interval): The suitability of using the reciprocal of the mean time difference to estimate the rate of an exponential distribution, and the suitability of using the exponential distribution itself with time differences data, can be examined formally using the techniques we will learn this semester. Empirical histograms. Practitioners often use a graphical method, known as an empirical histogram (or a histogram), to summarize data: 1. An interval containing the observed data is divided into k subintervals of equal length, and the number of observations in each subinterval is computed. 2. For each subinterval, a rectangle whose base is the subinterval itself, and whose area is the proportion of observations falling in the subinterval, is drawn. In this way, the sum of the areas of the rectangles in a histogram is exactly 1. To illustrate the technique, we use the time differences data with the 7 intervals [0, 0.2), [0.2, 0.4),..., [1.2, 1.4). The plot on the right shows the histogram for these data superimposed on the density function for an exponential distribution with parameter
12 1.1.6 Sequences of IID Random Variables and the Central Limit Theorem Let X 1, X 2, X 3,... be a sequence of mutually independent, identically distributed (IID) random variables, each with the same distribution as X. Two related sequences are of interest: 1. Sequence of Running Sums: S m = m i=1 X i, for m = 1, 2, 3, Sequence of Running Averages: X m = 1 m m i=1 X i, for m = 1, 2, 3,.... The central limit theorem, whose proof is attributed to Laplace and demoivre, gives us information about the probability distribution of S m when m is large. Note that the distribution of X must be particularly well-behaved for the result of the theorem to hold. Central Limit Theorem. Let X 1, X 2, X 3,... be a sequence of IID random variables, each with the same distribution as X. Assume that the moment generating function of X converges in a neighborhood of zero, and let µ = E(X) be the mean and σ = SD(X) be the standard deviation of the distribution of X. Then, for every real number x, lim P m ( Sm mµ σ m ) x = Φ(x), where S m = m i=1 X i, and Φ() is the CDF of the standard normal random variable. Notes: 1. A useful way to think about the conclusion of the central limit theorem is that ( ) s mµ P (S m s) Φ σ, for each s, m when m is large enough. That is, the distribution of the sum is well approximated by the distribution of a normal random variable with mean E(S m ) = mµ and standard deviation SD(S m ) = σ m when m is large enough. 2. Since X m = 1 m S m, the central limit theorem also gives us information about the probability distribution of X m. Specifically, ( ) x µ P (X m x) Φ σ/, for each x, m when m is large enough. That is, the distribution of the average X m is well approximated by the distribution of a normal random variable with mean E(X m ) = µ and standard deviation SD(X m ) = σ m when m is large enough. 3. If X has a normal distribution, then the statements in items 1 and 2 are exact (not approximate) for all m. 4. A table of values of Φ(z) is given on page A7 (Table 2) in the Rice textbook. An extended table appears in Section (page 34) of these notes. 12
13 For example, suppose that the occurrences of light-to-moderate earthquakes in the northeastern United States and eastern Canada follow a Poisson process with rate 2.74 events per year. If we observe the process for 50 years, let X i be the number of earthquakes observed in the i th year and S = X 1 + X X 50 be the total number of earthquakes observed, then S has a Poisson distribution with E(S) = 50(2.74) = 137 and SD(S) = 50(2.74) = The distribution of S is well approximated by the distribution of a normal random variable with mean 137 and standard deviation 137. (For Poisson distributions, the approximation is good when the overall mean is greater than 100.) The plot shows the probability histogram of S superimposed on the density function of the approximating normal distribution. The plots are indistinguishable. Comparison of distributions. It is interesting to compare distributions as m increases. For example, suppose that GPA scores of mathematics majors in the United States follow a uniform distribution on the interval [2.4, 4.0]. If X is a uniform random variable with this distribution, then E(X) = = 3.2 (the midpoint), and SD(X) = ( ) 2 / Let X m be the mean of m IID random variables, each with the same distribution as X, for m = 2, 6, 10. Each distribution is centered at 3.2. The standard deviations are as follows: m SD(X)/ m As m increases, the standard deviation of X m decreases, and the distribution becomes more concentrated around 3.2, as the plot above suggests. When m = 2, the density curve is the piecewise linear curve shown in the plot (the curve with the corner when x = 3.2). The density curves when m = 6 and m = 10 look like approximate normal density curves; the curve when m = 10 is narrower and taller than the curve when m = 6. 13
14 1.2 Chi-Square Distribution Let Z 1, Z 2,..., Z m be independent standard normal random variables. Then V = Z Z Z 2 m is said to be a chi-square random variable, or to have a chi-square distribution, with m degrees of freedom (df). The PDF of V is as follows: f(x) = 1 2 m/2 Γ(m/2) x(m/2) 1 e x/2 when x > 0 and 0 otherwise. Typical forms of the PDF and CDF of V are shown below: = ( ) = ( ) χ χ The location of the median, χ 2 0.5, has been labeled in each plot. Notes: 1. Gamma Subfamily: The chi-square family of distributions is a subfamily of the gamma family, where α = m 2 and β = 2. For each m, E(V ) = m and V ar(v ) = 2m. 2. Shape: The parameter m governs the shape of the distribution. As m increases, the shape becomes more symmetric. For large m, the distribution is approximately normal. 3. Independent Sums: If V 1 and V 2 are independent chi-square random variables with m 1 and m 2 degrees of freedom, respectively, then the sum V 1 +V 2 has a chi-square distribution with m 1 + m 2 degrees of freedom. 4. Normal Random Samples: If X 1, X 2,..., X n is a random sample of size n from a normal distribution with mean µ and standard deviation σ, then n ( ) Xi µ 2 V = = 1 n σ σ 2 (X i µ) 2 i=1 is a chi-square random variable with n degrees of freedom. 5. Quantiles: The notation χ 2 p is used to denote the p th quantile (100p th percentile) of the chi-square distribution. A table with quantiles corresponding to p = 0.005, 0.010, 0.025, 0.050, 0.100, 0.900, 0.950, 0.975, 0.990, for various degrees of freedom is given on page A8 (Table 3) in the Rice textbook. An extended table is given in Section (page 35) of these notes. i=1 14
15 1.3 Student t Distribution Assume that Z is a standard normal random variable, V is a chi-square random variable with m degrees of freedom, and Z and V are independent. Then T = Z V/m is said to be a Student t random variable, or to have a Student t distribution, with m degrees of freedom (df). The PDF of T is as follows: f(x) = ( ) Γ((m + 1)/2) m (m+1)/2 mπγ(m/2) m + x 2 for all real numbers x. Typical forms of the PDF and CDF of T are shown below: = ( ) = ( ) The symmetric locations of the 20 th and 80 th percentiles are marked in each plot. Notes: 1. Shape: The distribution of T is symmetric around 0. The median of the distribution is 0, and the mean is 0 as long as m > 1. When m > 2, V ar(t ) = m m 2. For large m, T has an approximate standard normal distribution. 2. Quantiles: The notation t p is used to denote the pth quantile (100pth percentile) of the Student t distribution. A table with quantiles corresponding to p = 0.60, 0.70, 0.80, 0.90, 0.95, 0.975, 0.99, for various degrees of freedom is given on page A9 (Table 4) of the Rice textbook. An extended table is given in Section (page 37) of these notes. Since the Student t distribution is symmetric around zero, t 1 p = t p. 15
16 1.4 Multinomial Experiments A multinomial experiment is an experiment with exactly k outcomes. We use the notation to denote the probabilities of the k outcomes. p i, i = 1, 2,..., k, Outcomes are often referred to as categories or groups. For example, we might be interested in studying the population of U.S. citizens 18 years of age or older by studying the following 5 age-groups: 18-24, 25-34, 35-44, 45-64, and 65+; there would be 5 possible outcomes for an individual s age Multinomial Distribution Let n be a positive integer, and p i, for i = 1, 2,..., k, be positive proportions whose sum is exactly 1. The random k-tuple (X 1, X 2,..., X k ) is said to have a multinomial distribution with parameters n and (p 1, p 2,..., p k ) when its joint PDF has the following form: ( ) n p(x 1, x 2,..., x k ) = p x 1 1 x 1, x 2,..., x px 2 2 px k k, k when each x i is an integer satisfying 0 x i n, and the sum of the x i s is exactly n; otherwise, the joint PDF equals 0. Notes: 1. Sampling Distributon: The multinomial distribution can be thought of as a sampling distribution, since the random k-tuple summarizes the results of n independent trials of a multinomial experiment. The multinomial distribution is a useful first step in many statistical analysis problems. 2. Multinomial Coefficients: The coefficient in the PDF is called a multinomial coefficient, and is evaluated as follows, ( ) n n! = x 1, x 2,..., x k x 1! x 2! x k!, where! represents the factorial function. The multinomial coefficient represents the number of lists of results of n repetitions of the experiment that have exactly x 1 outcomes of type 1, exactly x 2 outcomes of type 2, and so forth. 3. Binomial Distribution: The multinomial distribution generalizes the binomial distribution. Specifically, if X has a binomial distribution based on n independent trials of a Bernoulli experiment with success probability p, then (X 1, X 2 ) = (X, n X) (the number of successes, followed by the number of failures) has a multinomial distribution with parameters n and (p 1, p 2 ) = (p, 1 p). 16
17 Exercise. Assume that M&M s candies come in 4 colors: brown, red, green, and yellow and that bags are designed to be filled in the following proportions: 40% brown, 10% red, 25% green and 25% yellow. Let X 1 be the number of brown candies, X 2 the number of red candies, X 3 the number of green candies, and X 4 the number of yellow candies in a bag of 10 and assume (X 1, X 2, X 3, X 4 ) has a multinomial distribution. Find the probability of getting: (a) Exactly 4 brown, 1 red, 2 green, and 3 yellow candies. (b) Five or more brown candies. (c) At least one red and at least one yellow candy. 17
18 1.4.2 Pearson s Statistic and Sampling Distribution Assume that (X 1, X 2,..., X k ) has a multinomial distribution with parameters n and (p 1, p 2,..., p k ). Then the following random variable is called Pearson s statistic, X 2 = k i=1 (X i np i ) 2 np i. Pearson s statistic compares each X i to its mean, E(X i ) = np i, under the multinomial model. If each X i is close to its mean, then the value of Pearson s statistic will be close to zero; otherwise, the value of the statistic will be large. The following theorem gives us the approximate sampling distribution of X 2. Sampling Distribution Theorem. Under the assumptions above, if n is large, the distribution of X 2 is approximately chi-square with (k 1) degrees of freedom Goodness-Of-Fit to Multinomial Models with Known Parameters In 1900, Karl Pearson developed a quantitative method, based on the X 2 statistic, to determine if observed data are consistent with a given multinomial model. For a given k-tuple, (x 1, x 2,..., x k ): 1. Observed Value: Compute the observed value of Pearson s statistic, x 2 obs. 2. P Value: Compute the following upper tail probability of the X 2 distribution: P (X 2 x 2 obs). This upper tail probability is known as the p value of the test. 3. Judging Fit: The following criteria are commonly used to judge the fit: Range of P Values: p (0.10, 1] p (0.05, 0.10) p (0, 0.05) Judgement: Fit is good Fit is fair Fit is poor If each x i is close to its mean, then each component of the observed statistic will be close to zero, the sum will be small, the p value will be large, and the fit will be judged to be good. 18
19 Computing p values. P values are usually computed using the chi-square approximation to the sampling distribution of X 2. The chi-square approximation is adequate when E(X i ) = np i 5 for i = 1, 2,..., k. The chi-square approximation may still be used even if a few means are between 4 and 5. For example, assume that the chi-square approximation is adequate and that the multinomial model has 6 categories. Then the sampling distribution of X 2 is approximately chi-square with 5 degrees of freedom. = ( ) The fit would be judged good if the observed value of Pearson s statistic was between 0 and 9.24, fair if the observed value was between 9.24 and 11.07, and poor if the observed value was greater than Analysis of standardized residuals. For a given k-tuple, (x 1, x 2,..., x k ), the quantities r i = (x i np i ) npi, for i = 1, 2,..., k, are known as the standardized residuals in the analysis of goodness-of-fit. The value of Pearson s statistic is the sum of the squares of the standardized residuals. Further, if the chi-square approximation is adequate, then each standardized residual can be roughly approximated by a standard normal random variable; values outside the interval [ 2, +2] are considered to be unusual and deserve comment in your analysis. Exercise. The table below gives the age ranges for adults (18 years of age or older), and proportions in each age range, according to the 1980 census. Age group 18 to to to to and Over 1980 proportion In a recent survey of 250 adults, there were 40, 52, 43, 59, and 56 individuals, respectively, in age ranges shown above. Assume this information summarizes 250 independent trials of a multinomial experiment with five outcomes. Of interest is whether these data are consistent with the 1980 census model. 19
20 (a) Complete the following table and compute the observed value of Pearson s statistic (the sum of the components in the last column of the table). Observed Expected Standardized Component of Age group Frequency (x i ) Frequency (np i ) Residual (r i ) Statistic (ri 2) 18 to to to to And Over (b) Conduct a goodness-of-fit analysis of these data using Pearson s statistic. Comment on any unusual standardized residuals. 20
21 1.4.4 Goodness-Of-Fit to Multinomial Models with Estimated Parameters In many practical situations, certain parameters of the multinomial model need to be estimated from the sample data. R.A. Fisher proved the following generalization to handle this case. Notes: Sampling Distribution Theorem. Suppose that (X 1, X 2,..., X k ) has a multinomial distribution with parameters n and (p 1, p 2,..., p k ), and that the list of probabilities has e free parameters. Then, under smoothness conditions and when n is large, the distribution of the statistic X 2 = k (X i n p i ) 2 i=1 is approximately chi-square with (k 1 e) degrees of freedom (df), where p i is an appropriate estimate of p i, for i = 1, 2,..., k. n p i 1. Smoothness Conditions: The smoothness conditions mentioned in the theorem will be studied extensively later in the course. 2. Appropriate Estimates: Appropriate methods for estimating free parameters will be studied extensively later in the course. 3. Notation and Sampling Distribution: In practice, the notation X 2 is used whether parameters are known or estimated. In both cases (when parameters are known or estimated), the sampling distribution is approximately chi-square when n is large enough. But, the degrees of freedom (df) are different in the two cases. The rest of this section consists of analyses of two real data sets. Example: Radioactive decay (Sources: Berkson, Wiley 1996; Rice textbook, Chapter 8). Experimenters recorded emissions of alpha particles from the radioactive source americium 241. They observed the process for more than 3 hours. The experimenters were interested in determining if the data were consistent with a Poisson model. 1. Let X be the number of particles observed in a ten-second period. In the sample of n = 1207 ten-second periods, an average of particles per period were observed. 2. To obtain a multinomial model, group the observations by the following events: X 2, X = 3, X = 4,..., X = 16, X The probabilities in the multinomial model are estimated using the Poisson distribution with parameter 8.392: p 1 = P (X 2), p 2 = P (X = 3),..., p 15 = P (X = 16), p 16 = P (X 17). One free parameter has been estimated. 21
22 4. The following table summarizes the important information needed in the analysis: Observed Expected Standardized Component of Event Frequency (x i ) Frequency (n p i ) Residual ( r i ) Statistic ( r 2 i ) X X = X = X = X = X = X = X = X = X = X = X = X = X = X = X Sum = There are degrees of freedom. Using the chi-square approximation, the approximate p value is 6. Now (please complete the analysis), P (Chi-Square RV 9.035)
23 Example: IQ scores (Sources: Terman, Houghton Mifflin, 1919; Olkin textbook, page 387). It is often said that intelligence quotient (IQ) scores are well-approximated by the normal distribution. The data for this example are from one of the first studies of IQ scores. A study was conducted using the Stanford-Binet Intelligence Scale to determine the IQs of children in five kindergarten classes in San Jose and San Mateo, California. There were 112 children (64 boys and 48 girls), ranging in age from to 7 years old. The majority of the kindergarteners were from the middle class and all were native born. 1. Let X be the IQ score of a randomly chosen kindergarten student. For this study, there were n = 112 children. The sample mean IQ score was x = and the sample standard deviation was s = To obtain a multinomial model, group the observations by the following events: X < x 0.05, x 0.05 X < x 0.10, x 0.10 X < x 0.15,..., x 0.90 X < x 0.95, X x 0.95 where x p is the p th quantile of the normal distribution with mean and standard deviation The estimated multinomial model has 20 equally likely outcomes: p i = 0.05 for each i. Two free parameters have been estimated. 4. The following table summarizes the important information needed in the analysis: Observed Expected Standardized Component of Event Frequency (x i ) Frequency (n p i ) Residual ( r i ) Statistic ( r 2 i ) X < X < X < X < X < X < X < X < X < X < X < X < X < X < X < X < X < X < X < X Sum =
24 5. There are degrees of freedom. Using the chi-square approximation, the approximate p value is 6. Now (please complete the analysis), P (Chi-Square RV ) Random Samples from Normal Distributions Sample Summaries If X 1, X 2,..., X n is a random sample from a distribution with mean µ and standard deviation σ, then the sample mean, X, is the random variable X = 1 n (X 1 + X X n ), the sample variance, S 2, is the random variable S 2 = 1 n 1 n ( Xi X ) 2 and the sample standard deviation, S, is the positive square root of the sample variance. The following theorem can be proven using properties of expectation: i=1 Sample Summaries Theorem. If X is the sample mean and S 2 is the sample variance of a random sample of size n from a distribution with mean µ and standard deviation σ, then 1. E(X) = µ and V ar(x) = σ 2 /n. 2. E(S 2 ) = σ 2. Note that, in general, E(S) σ. (The value is close, but not exact.) 24
25 1.5.2 Sampling Distributions A sampling distribution is the probability distribution of a summary of a random sample. The theorem above tells us about summaries of the sampling distributions of X and S 2, but not about the sampling distributions themselves. We can say more when sampling is done from a normal distribution. Sampling Distribution Theorem. Let X be the sample mean and S 2 be the sample variance of a random sample of size n from a normal distribution with mean µ and standard deviation σ. Then 1. X is a normal random variable with mean µ and standard deviation σ/ n. 2. V = (n 1) S 2 is a chi-square random variable with (n 1) df. σ 2 3. X and S 2 are independent random variables. Note that the theorem tells us that the sampling distribution of S 2 is a scaled chi-square distribution with (n 1) degrees of freedom. Exercise. Let X be the sample mean of a random sample of size n from a normal distribution with mean µ and standard deviation σ. Further, let z p be the p th quantile of the standard normal random variable. (a) Find an expression for the p th quantile of the X distribution. (b) Let n = 40, µ = 75, σ = 10. Find the 10 th and 90 th percentiles of the X distribution. 25
26 Exercise. Let S 2 be the sample variance of a random sample of size n from a normal distribution with mean µ and standard deviation σ. Further, let χ 2 p be the p th quantile of the chi-square distribution with (n 1) df. (a) Find expressions for E(S 2 ) and V ar(s 2 ). (b) Find an expression for the p th quantile of the S 2 distribution. (c) Let n = 40, µ = 75, σ = 10. Find the 10 th and 90 th percentiles of the S 2 distribution. 26
27 1.5.3 Approximate Standardization of the Sample Mean Let X be the sample mean of a random sample of size n from a normal distribution with mean µ and standard deviation σ. Then 1. Standardized Sample Mean: The standardized sample mean is the random variable The distribution of Z is standard normal. Z = X µ σ 2 /n = X µ σ/ n. 2. Approximately Standardized Sample Mean: The approximately standardized sample mean is the random variable obtained by substituting S 2 for σ 2 : T = X µ S 2 /n = X µ S/ n. The distribution of the approximately standardized mean is known exactly. Sampling Distribution Theorem. Under the conditions above, T has a Student t distribution with (n 1) degrees of freedom. Exercise. Use the sampling distributions theorem given in the previous section, and the definition of the Student t distribution, to prove the theorem above. 27
28 Exercise. Let X be the sample mean and S 2 be the sample variance of a random sample of size n from a normal distribution with mean µ and standard deviation σ. Let t p and t 1 p be the p th and (1 p) th quantiles of the Student t distribution with (n 1) df. (a) Use the fact that P (t p T t 1 p ) = 1 2p to find expressions to fill-in each of the following blanks: ( ) P µ = 1 2p. (b) Evaluate the endpoints of the interval from part (a) using p = 0.05 and the following sample information: n = 15, x = 36.5, s 2 =
29 1.6 Summary of Probability Distributions and Reference Tables This section contains an overview of probability distributions studied in a first course in probability theory, a reference table of model summaries, and reference tables of probabilities and quantiles that are useful for solving problems by hand without the use of a computer Discrete Probability Distributions 1. Discrete uniform distribution. Let n be a positive integer. The random variable X is said to be a discrete uniform random variable, or to have a discrete uniform distribution, with parameter n when its PDF is as follows: p(x) = P (X = x) = 1 n when x {1, 2,..., n}, and 0 otherwise. Discrete uniform distributions have n equally likely outcomes (1, 2,..., n). 2. Hypergeometric distribution. Let n, M, and N be integers with 0 < M < N and 0 < n < N. The random variable X is said to be a hypergeometric random variable, or to have a hypergeometric distribution, with parameters n, M, and N, when its PDF is as follows ( M )( N M ) x n x p(x) = P (X = x) = ( N, n) for integers, x, between max(0, n + M N) and min(n, M), and equals 0 otherwise. Hypergeometric distributions are used to model urn experiments, where N is the number of objects in the urn, M is the number of special objects, n is the size of the subset chosen from the urn and X is the number of special objects in the chosen subset. If each choice of subset is equally likely, then X has a hypergeometric distribution. In addition, hypergeometric distributions are used in survey analysis, where a simple random sample of n individuals are chosen from a population of total size N which contains a subpopulation of size M of particular interest to researchers. 3. Bernoulli distribution. A Bernoulli experiment is a random experiment with two outcomes. The outcome of chief interest is called success and the other outcome failure. Let p equal the probability of success. Let X = 1 if a success occurs, and let X = 0 otherwise. Then X is said to be a Bernoulli random variable, or to have a Bernoulli distribution, with parameter p. The PDF of X is: p(1) = p, p(0) = 1 p, and p(x) = 0 otherwise. 4. Binomial distribution. Let X be the number of successes in n independent trials of a Bernoulli experiment with success probability p. Then X is said to be a binomial random variable, or to have a binomial distribution, with parameters n and p. The PDF of X is: ( ) n p(x) = p x (1 p) n x when x {0, 1, 2,..., n}, and 0 otherwise. x 29
30 X can be thought of as the sum of n independent Bernoulli random variables. Thus, by the central limit theorem, the distribution of X is approximately normal when n is large and p is not too extreme. Binomial distributions have many applications. One common application is to survey analysis, where a simple random sample of n individuals is drawn from a population of total size N which contains a subpopulation of size M of particular interest to a researcher. If the population size N is very large and p = M/N is not too extreme, then binomial probabilities (using p = M/N) can be used to approximate hypergeometric probabilities. 5. Geometric distribution on {0, 1, 2,...}. Let X be the number of failures before the first success in a sequence of independent Bernoulli experiments with success probability p. Then X is said to be a geometric random variable, or to have a geometric distribution, with parameter p. The PDF of X is as follows: p(x) = (1 p) x p when x {0, 1, 2,...}, and 0 otherwise. Note that there is an alternative definition of the geometric random variable. Namely, that X is the trial number of the first success in a sequence of independent Bernoulli experiments with success probability p. The definition above is the one that is more commonly used in applications, and it is the one that is part of the Mathematica system. 6. Negative binomial distribution on {0, 1, 2,...}. Let X be the number of failures before the r th success in a sequence of independent Bernoulli experiments with success probability p. Then X is said to be a negative binomial random variable, or to have a negative binomial distribution, with parameters r and p. The PDF of X is as follows: ( ) r 1 + x p(x) = (1 p) x p r when x {0, 1, 2,...}, and 0 otherwise. x X can be thought of as the sum of r independent geometric random variables. Thus, by the central limit theorem, the distribution of X is approximately normal when r is large. Note that there is an alternative definition of the negative binomial random variable. Namely, that X is the trial number of the r th success in a sequence of independent Bernoulli experiments with success probability p. The definition above is the one that is more commonly used in applications, and it is the one that is part of the Mathematica system. 7. Poisson distribution. Let λ be a positive real number. The random variable X is said to be a Poisson random variable, or to have a Poisson distribution, with parameter λ when its PDF is as follows: λ λx p(x) = e x! when x {0, 1, 2,...}, and 0 otherwise. If events occurring over time follow an approximate Poisson process, with an average of λ events per unit time, then X is the number of events observed in one unit of time. The distribution of X is approximately normal when λ is large. 30
31 1.6.2 Continuous Probability Distributions 1. (Continuous) uniform distribution. Let a and b be real numbers with a < b. The random variable X is said to be a uniform random variable, or to have a uniform distribution, on the interval (a, b) when its PDF is as follows: f(x) = 1 b a when x (a, b), and 0 otherwise. The constant density for the continuous uniform random variable takes the place of the equally likely outcomes for the discrete uniform random variable. 2. Exponential distribution. Let λ be a positive real number. The random variable X is said to be an exponential random variable or to have an exponential distribution with parameter λ when its PDF is as follows: f(x) = λe λx when x (0, ), and 0 otherwise. An important application of the exponential distribution is to Poisson processes. Specifically, the time to the first event, or the time between successive events, of a Poisson process with rate λ has an exponential distribution with parameter λ. 3. Gamma distribution. Let α and β be positive real numbers. The continuous random variable X is said to be a gamma random variable, or to have a gamma distribution, with parameters α and β when its PDF is as follows: Notes: f(x) = 1 β α Γ(α) xα 1 e x/β when x (0, ), and 0 otherwise. 1. Gamma Function: Part of the normalizing constant in the definition of the gamma PDF is the Euler gamma function, Γ(α), defined as follows: Γ(α) = Properties of the Euler gamma function include: 0 x α 1 e x dx when α > 0. (a) Γ(α + 1) = αγ(α) for all positive real numbers α. (b) Γ(n) = (n 1)! for all positive integers n. (Thus, the gamma function generalizes the factorial function to all positive numbers.) 2. Relationship to Poisson Processes: An important application of the gamma distribution is to Poisson processes. Specifically, the time to the r th event of a Poisson process with rate λ has a gamma distribution with parameters α = r and β = 1/λ. 3. Parameterizations: α is a shape parameter, and β is a scale parameter of the gamma distribution. When α is large, the distribution of X is approximately normal. An alternative parameterization uses parameters α and λ = 1/β. The choice of parameters given here is the one used in the Mathematica system. 31
32 4. Cauchy distribution. Let a be a real number and b be a positive real number. The continuous random variable X is said to be a Cauchy random variable, or to have a Cauchy distribution, with center a and spread b when its PDF and CDF are as follows: 1. Cauchy PDF: f(x) = b π(b 2 + (x a) 2 ) 2. Cauchy CDF: F (x) = π tan 1 ( x a b for all real numbers x. ) for all real numbers x. The Cauchy distribution is symmetric around its center a, but the expectation and variance of the Cauchy random variable are indeterminate. Use the CDF of the Cauchy distribution for by-hand computations of probabilities. 5. Normal distribution. Let µ be a real number and σ be a positive real number. The continuous random variable X is said to be a normal random variable, or to have a normal distribution, with mean µ and standard deviation σ when its PDF and CDF are as follows: 1 1. Normal PDF: f(x) = e (x µ)2 /(2σ 2) for all real numbers x. 2π σ ( ) x µ 2. Normal CDF: F (x) = Φ for all real numbers x, σ where Φ() is the CDF of the standard normal random variable. The normal distribution has many applications; the graph of its PDF is a bell-shaped curve. Use the table of standard normal probabilities (Section 1.6.4, page 34) for by-hand computations of probabilities. 32
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        CS 7 Discrete Mathematics and Probability Theory Fall 29 Satish Rao, David Tse Note 8 A Brief Introduction to Continuous Probability Up to now we have focused exclusively on discrete probability spaces    
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        CA200 Quantitative Analysis for Business Decisions. File name: CA200_Section_04A_StatisticsIntroduction
    

    
        
        CA200 Quantitative Analysis for Business Decisions File name: CA200_Section_04A_StatisticsIntroduction Table of Contents 4. Introduction to Statistics... 1 4.1 Overview... 3 4.2 Discrete or continuous    
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        Probability and Statistics Vocabulary List (Definitions for Middle School Teachers)
    

    
        
        Probability and Statistics Vocabulary List (Definitions for Middle School Teachers) B Bar graph a diagram representing the frequency distribution for nominal or discrete data. It consists of a sequence    
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        6 3 The Standard Normal Distribution
    

    
        
        290 Chapter 6 The Normal Distribution Figure 6 5 Areas Under a Normal Distribution Curve 34.13% 34.13% 2.28% 13.59% 13.59% 2.28% 3 2 1 + 1 + 2 + 3 About 68% About 95% About 99.7% 6 3 The Distribution Since    
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        6.4 Normal Distribution
    

    
        
        Contents 6.4 Normal Distribution....................... 381 6.4.1 Characteristics of the Normal Distribution....... 381 6.4.2 The Standardized Normal Distribution......... 385 6.4.3 Meaning of Areas under    
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        Normal distribution. ) 2 /2σ. 2π σ
    

    
        
        Normal distribution The normal distribution is the most widely known and used of all distributions. Because the normal distribution approximates many natural phenomena so well, it has developed into a    
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        This unit will lay the groundwork for later units where the students will extend this knowledge to quadratic and exponential functions.
    

    
        
        Algebra I Overview View unit yearlong overview here Many of the concepts presented in Algebra I are progressions of concepts that were introduced in grades 6 through 8. The content presented in this course    
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        Math 541: Statistical Theory II Lecturer: Songfeng Zheng Maximum Likelihood Estimation 1 Maximum Likelihood Estimation Maximum likelihood is a relatively simple method of constructing an estimator for    
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        Chapter 6 Principle of Data Reduction 6.1 Introduction An experimenter uses the information in a sample X 1,..., X n to make inferences about an unknown parameter θ. If the sample size n is large, then    
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        Statistics I for QBIC. Contents and Objectives. Chapters 1 7. Revised: August 2013
    

    
        
        Statistics I for QBIC Text Book: Biostatistics, 10 th edition, by Daniel & Cross Contents and Objectives Chapters 1 7 Revised: August 2013 Chapter 1: Nature of Statistics (sections 1.1-1.6) Objectives    
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        Review of Random Variables
    

    
        
        Chapter 1 Review of Random Variables Updated: January 16, 2015 This chapter reviews basic probability concepts that are necessary for the modeling and statistical analysis of financial data. 1.1 Random    
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        Algebra 2 Chapter 1 Vocabulary. identity - A statement that equates two equivalent expressions.
    

    
        
        Chapter 1 Vocabulary identity - A statement that equates two equivalent expressions. verbal model- A word equation that represents a real-life problem. algebraic expression - An expression with variables.    
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        page 39 Chapter 3 Probability Generating Functions 3 Preamble: Generating Functions Generating functions are widely used in mathematics, and play an important role in probability theory Consider a sequence    
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        Chapter 3: DISCRETE RANDOM VARIABLES AND PROBABILITY DISTRIBUTIONS. Part 3: Discrete Uniform Distribution Binomial Distribution
    

    
        
        Chapter 3: DISCRETE RANDOM VARIABLES AND PROBABILITY DISTRIBUTIONS Part 3: Discrete Uniform Distribution Binomial Distribution Sections 3-5, 3-6 Special discrete random variable distributions we will cover    
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        Joint Exam 1/P Sample Exam 1
    

    
        
        Joint Exam 1/P Sample Exam 1 Take this practice exam under strict exam conditions: Set a timer for 3 hours; Do not stop the timer for restroom breaks; Do not look at your notes. If you believe a question    
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        Math 461 Fall 2006 Test 2 Solutions
    

    
        
        Math 461 Fall 2006 Test 2 Solutions Total points: 100. Do all questions. Explain all answers. No notes, books, or electronic devices. 1. [105+5 points] Assume X Exponential(λ). Justify the following two    

    
        More information 
    




    
        Probability density function : An arbitrary continuous random variable X is similarly described by its probability density function f x = f X
    

    
        
        Week 6 notes : Continuous random variables and their probability densities WEEK 6 page 1 uniform, normal, gamma, exponential,chi-squared distributions, normal approx'n to the binomial Uniform [,1] random    

    
        More information 
    




    
        UNIT I: RANDOM VARIABLES PART- A -TWO MARKS
    

    
        
        UNIT I: RANDOM VARIABLES PART- A -TWO MARKS 1. Given the probability density function of a continuous random variable X as follows f(x) = 6x (1-x) 0    
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        IEOR 6711: Stochastic Models I Fall 2012, Professor Whitt, Tuesday, September 11 Normal Approximations and the Central Limit Theorem
    

    
        
        IEOR 6711: Stochastic Models I Fall 2012, Professor Whitt, Tuesday, September 11 Normal Approximations and the Central Limit Theorem Time on my hands: Coin tosses. Problem Formulation: Suppose that I have    
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        Determining distribution parameters from quantiles
    

    
        
        Determining distribution parameters from quantiles John D. Cook Department of Biostatistics The University of Texas M. D. Anderson Cancer Center P. O. Box 301402 Unit 1409 Houston, TX 77230-1402 USA cook@mderson.org    
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        Institute of Actuaries of India Subject CT3 Probability and Mathematical Statistics
    

    
        
        Institute of Actuaries of India Subject CT3 Probability and Mathematical Statistics For 2015 Examinations Aim The aim of the Probability and Mathematical Statistics subject is to provide a grounding in    
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        2WB05 Simulation Lecture 8: Generating random variables
    

    
        
        2WB05 Simulation Lecture 8: Generating random variables Marko Boon http://www.win.tue.nl/courses/2wb05 January 7, 2013 Outline 2/36 1. How do we generate random variables? 2. Fitting distributions Generating    
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        FEGYVERNEKI SÁNDOR, PROBABILITY THEORY AND MATHEmATICAL
    

    
        
        FEGYVERNEKI SÁNDOR, PROBABILITY THEORY AND MATHEmATICAL STATIsTICs 4 IV. RANDOm VECTORs 1. JOINTLY DIsTRIBUTED RANDOm VARIABLEs If are two rom variables defined on the same sample space we define the joint    
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        Random Variables. Chapter 2. Random Variables 1
    

    
        
        Random Variables Chapter 2 Random Variables 1 Roulette and Random Variables A Roulette wheel has 38 pockets. 18 of them are red and 18 are black; these are numbered from 1 to 36. The two remaining pockets    
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        CSS.com Chapter 905 Standard Deviation Estimator Introduction Even though it is not of primary interest, an estimate of the standard deviation (SD) is needed when calculating the power or sample size of    
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        Descriptive statistics Statistical inference statistical inference, statistical induction and inferential statistics
    

    
        
        Descriptive statistics is the discipline of quantitatively describing the main features of a collection of data. Descriptive statistics are distinguished from inferential statistics (or inductive statistics),    
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        Error Analysis and the Gaussian Distribution In experimental science theory lives or dies based on the results of experimental evidence and thus the analysis of this evidence is a critical part of the    
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        Dongfeng Li. Autumn 2010
    

    
        
        Autumn 2010 Chapter Contents Some statistics background; ; Comparing means and proportions; variance. Students should master the basic concepts, descriptive statistics measures and graphs, basic hypothesis    
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        e.g. arrival of a customer to a service station or breakdown of a component in some system.
    

    
        
        Poisson process Events occur at random instants of time at an average rate of λ events per second. e.g. arrival of a customer to a service station or breakdown of a component in some system. Let N(t) be    
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        ECE302 Spring 2006 HW5 Solutions February 21, 2006 1
    

    
        
        ECE3 Spring 6 HW5 Solutions February 1, 6 1 Solutions to HW5 Note: Most of these solutions were generated by R. D. Yates and D. J. Goodman, the authors of our textbook. I have added comments in italics    
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        Descriptive Statistics. Purpose of descriptive statistics Frequency distributions Measures of central tendency Measures of dispersion
    

    
        
        Descriptive Statistics Purpose of descriptive statistics Frequency distributions Measures of central tendency Measures of dispersion Statistics as a Tool for LIS Research Importance of statistics in research    
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        STAT 830 Convergence in Distribution Richard Lockhart Simon Fraser University STAT 830 Fall 2011 Richard Lockhart (Simon Fraser University) STAT 830 Convergence in Distribution STAT 830 Fall 2011 1 / 31    
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        The Binomial Probability Distribution MATH 130, Elements of Statistics I J. Robert Buchanan Department of Mathematics Fall 2015 Objectives After this lesson we will be able to: determine whether a probability    
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        MATH BOOK OF PROBLEMS SERIES. New from Pearson Custom Publishing!
    

    
        
        MATH BOOK OF PROBLEMS SERIES New from Pearson Custom Publishing! The Math Book of Problems Series is a database of math problems for the following courses: Pre-algebra Algebra Pre-calculus Calculus Statistics    
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        NEW YORK STATE TEACHER CERTIFICATION EXAMINATIONS
    

    
        
        NEW YORK STATE TEACHER CERTIFICATION EXAMINATIONS TEST DESIGN AND FRAMEWORK September 2014 Authorized for Distribution by the New York State Education Department This test design and framework document    
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        Homework 4 - KEY. Jeff Brenion. June 16, 2004. Note: Many problems can be solved in more than one way; we present only a single solution here.
    

    
        
        Homework 4 - KEY Jeff Brenion June 16, 2004 Note: Many problems can be solved in more than one way; we present only a single solution here. 1 Problem 2-1 Since there can be anywhere from 0 to 4 aces, the    
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        Chapter 1: Looking at Data Section 1.1: Displaying Distributions with Graphs
    

    
        
        Types of Variables Chapter 1: Looking at Data Section 1.1: Displaying Distributions with Graphs Quantitative (numerical)variables: take numerical values for which arithmetic operations make sense (addition/averaging)    
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        What is Statistics? Lecture 1. Introduction and probability review. Idea of parametric inference
    

    
        
        0. 1. Introduction and probability review 1.1. What is Statistics? What is Statistics? Lecture 1. Introduction and probability review There are many definitions: I will use A set of principle and procedures    
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        STAT 315: HOW TO CHOOSE A DISTRIBUTION FOR A RANDOM VARIABLE
    

    
        
        STAT 315: HOW TO CHOOSE A DISTRIBUTION FOR A RANDOM VARIABLE TROY BUTLER 1. Random variables and distributions We are often presented with descriptions of problems involving some level of uncertainty about    
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        Algebra I Vocabulary Cards
    

    
        
        Algebra I Vocabulary Cards Table of Contents Expressions and Operations Natural Numbers Whole Numbers Integers Rational Numbers Irrational Numbers Real Numbers Absolute Value Order of Operations Expression    
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        Lecture 8. Confidence intervals and the central limit theorem
    

    
        
        Lecture 8. Confidence intervals and the central limit theorem Mathematical Statistics and Discrete Mathematics November 25th, 2015 1 / 15 Central limit theorem Let X 1, X 2,... X n be a random sample of    
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        CURVE FITTING LEAST SQUARES APPROXIMATION
    

    
        
        CURVE FITTING LEAST SQUARES APPROXIMATION Data analysis and curve fitting: Imagine that we are studying a physical system involving two quantities: x and y Also suppose that we expect a linear relationship    
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        Math 202-0 Quizzes Winter 2009
    

    
        
        Quiz : Basic Probability Ten Scrabble tiles are placed in a bag Four of the tiles have the letter printed on them, and there are two tiles each with the letters B, C and D on them (a) Suppose one tile    
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        Practice problems for Homework 11 - Point Estimation
    

    
        
        Practice problems for Homework 11 - Point Estimation 1. (10 marks) Suppose we want to select a random sample of size 5 from the current CS 3341 students. Which of the following strategies is the best:    
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        Introduction to Statistics for Psychology. Quantitative Methods for Human Sciences
    

    
        
        Introduction to Statistics for Psychology and Quantitative Methods for Human Sciences Jonathan Marchini Course Information There is website devoted to the course at http://www.stats.ox.ac.uk/ marchini/phs.html    
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        CHAPTER 7 INTRODUCTION TO SAMPLING DISTRIBUTIONS
    

    
        
        CHAPTER 7 INTRODUCTION TO SAMPLING DISTRIBUTIONS CENTRAL LIMIT THEOREM (SECTION 7.2 OF UNDERSTANDABLE STATISTICS) The Central Limit Theorem says that if x is a random variable with any distribution having    
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        A review of the portions of probability useful for understanding experimental design and analysis.
    

    
        
        Chapter 3 Review of Probability A review of the portions of probability useful for understanding experimental design and analysis. The material in this section is intended as a review of the topic of probability    
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        Math 431 An Introduction to Probability. Final Exam Solutions
    

    
        
        Math 43 An Introduction to Probability Final Eam Solutions. A continuous random variable X has cdf a for 0, F () = for 0 <     
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        INSURANCE RISK THEORY (Problems)
    

    
        
        INSURANCE RISK THEORY (Problems) 1 Counting random variables 1. (Lack of memory property) Let X be a geometric distributed random variable with parameter p (, 1), (X Ge (p)). Show that for all n, m =,    
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        MEASURES OF VARIATION
    

    
        
        NORMAL DISTRIBTIONS MEASURES OF VARIATION In statistics, it is important to measure the spread of data. A simple way to measure spread is to find the range. But statisticians want to know if the data are    
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        CORRELATED TO THE SOUTH CAROLINA COLLEGE AND CAREER-READY FOUNDATIONS IN ALGEBRA
    

    
        
        We Can Early Learning Curriculum PreK Grades 8 12 INSIDE ALGEBRA, GRADES 8 12 CORRELATED TO THE SOUTH CAROLINA COLLEGE AND CAREER-READY FOUNDATIONS IN ALGEBRA April 2016 www.voyagersopris.com Mathematical    
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        Density Curve. A density curve is the graph of a continuous probability distribution. It must satisfy the following properties:
    

    
        
        Density Curve A density curve is the graph of a continuous probability distribution. It must satisfy the following properties: 1. The total area under the curve must equal 1. 2. Every point on the curve    
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        Statistics. Measurement. Scales of Measurement 7/18/2012
    

    
        
        Statistics Measurement Measurement is defined as a set of rules for assigning numbers to represent objects, traits, attributes, or behaviors A variableis something that varies (eye color), a constant does    
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        Exercise 1.12 (Pg. 22-23)
    

    
        
        Individuals: The objects that are described by a set of data. They may be people, animals, things, etc. (Also referred to as Cases or Records) Variables: The characteristics recorded about each individual.    
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        MASSACHUSETTS INSTITUTE OF TECHNOLOGY 6.436J/15.085J Fall 2008 Lecture 5 9/17/2008 RANDOM VARIABLES
    

    
        
        MASSACHUSETTS INSTITUTE OF TECHNOLOGY 6.436J/15.085J Fall 2008 Lecture 5 9/17/2008 RANDOM VARIABLES Contents 1. Random variables and measurable functions 2. Cumulative distribution functions 3. Discrete    
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        Binomial Distribution n = 20, p = 0.3
    

    
        
        This document will describe how to use R to calculate probabilities associated with common distributions as well as to graph probability distributions. R has a number of built in functions for calculations    
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        Nonparametric adaptive age replacement with a one-cycle criterion
    

    
        
        Nonparametric adaptive age replacement with a one-cycle criterion P. Coolen-Schrijner, F.P.A. Coolen Department of Mathematical Sciences University of Durham, Durham, DH1 3LE, UK e-mail: Pauline.Schrijner@durham.ac.uk    
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        BNG 202 Biomechanics Lab. Descriptive statistics and probability distributions I
    

    
        
        BNG 202 Biomechanics Lab Descriptive statistics and probability distributions I Overview The overall goal of this short course in statistics is to provide an introduction to descriptive and inferential    
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        Stats on the TI 83 and TI 84 Calculator
    

    
        
        Stats on the TI 83 and TI 84 Calculator Entering the sample values STAT button Left bracket { Right bracket } Store (STO) List L1 Comma Enter Example: Sample data are {5, 10, 15, 20} 1. Press 2 ND and    
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        THE CENTRAL LIMIT THEOREM TORONTO
    

    
        
        THE CENTRAL LIMIT THEOREM DANIEL RÜDT UNIVERSITY OF TORONTO MARCH, 2010 Contents 1 Introduction 1 2 Mathematical Background 3 3 The Central Limit Theorem 4 4 Examples 4 4.1 Roulette......................................    
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        MULTIVARIATE PROBABILITY DISTRIBUTIONS
    

    
        
        MULTIVARIATE PROBABILITY DISTRIBUTIONS. PRELIMINARIES.. Example. Consider an experiment that consists of tossing a die and a coin at the same time. We can consider a number of random variables defined    
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        DESCRIPTIVE STATISTICS. The purpose of statistics is to condense raw data to make it easier to answer specific questions; test hypotheses.
    

    
        
        DESCRIPTIVE STATISTICS The purpose of statistics is to condense raw data to make it easier to answer specific questions; test hypotheses. DESCRIPTIVE VS. INFERENTIAL STATISTICS Descriptive To organize,    
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        Statistics 100A Homework 4 Solutions
    

    
        
        Problem 1 For a discrete random variable X, Statistics 100A Homework 4 Solutions Ryan Rosario Note that all of the problems below as you to prove the statement. We are proving the properties of epectation    
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